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Annotation
This course provides an introduction to the important sections of Discrete Mathematics.
Operations on sets, the algebra of sets, and its basic identities are considered.
For finite sets, based on the theorems of addition and multiplication, the properties of the main types of
samples are considered, such as: permutations, placement, combination, placement and combination with
repetitions, permutations with repetitions. A polynomial theorem is proved. The formula of inclusion and
exclusion is proved in the form generalized for counting the number of elements with exactly r properties.
The definition of a Boolean function is introduced, a tabular way of setting is discussed, and the concept of
essential and dummy variables is introduced. Representation of Boolean functions by formulas, equivalence
of formulas, basic identities of binary Boolean algebra are considered. A theorem on the (disjunctive)
expansion of a Boolean function in the first m variables is proved. Using the concept of a dual Boolean
function on the basis of the duality principle, a theorem on the (conjunctive) expansion of a Boolean function
in the first m variables is proved. We consider SDNF and SKNF of a Boolean function. The Zhegalkin
polynomials are introduced, the existence and uniqueness of the representation of an arbitrary Boolean
function by the canonical Zhegalkin polynomial is proved. Definitions of closed and complete systems of
Boolean functions are introduced, five Post classes are considered, their closedness and the Post completeness
theorem are proved. The main approaches to the analysis and synthesis of switching circuits are considered, as
well as the questions of minimizing Boolean functions in the DNF class.
Statements and operations on them, functions, formulas and basic identities of the algebra of logic are
considered.
The concept of a graph is introduced, methods of its assignment are discussed. The concepts of directed and
undirected graphs, isomorphism of graphs, subgraphs, paths, circuits, cycles, graph connectivity, Euler,
Hamiltonian, planar graphs are defined. For Euler graphs, an appropriate criterion and an algorithm for
constructing an Euler cycle are formulated. We consider weighted undirected and directed graphs, algorithms
of the "wave front" and Dijkstra for finding the shortest paths from the selected vertex of the graph to the rest.
The concepts of a tree and a spanning tree of a graph are introduced, and a "greedy" algorithm for
constructing a minimal spanning tree of a weighted undirected graph is considered.
For the introduced concept of a transport network, the full and maximum flows are determined, an algorithm
for constructing the complete and a method for constructing the maximum (based on the graph of increments)
flows are discussed. The concept of a cut of a transport network is introduced, a theorem on a minimal cut is
formulated.
Code definitions, alphabetic coding are introduced. The prefix code is considered, its one-to-one is proved.
The Kraft - Macmillan inequality is proved. For Fano and Huffman codes, algorithms for their construction
are discussed. The Hamming code and its method of using it for coding that can be corrected for at most one
error are considered. A geometric interpretation of self-correcting codes on the set of vertices of an
n-dimensional cube is considered.

1. Study objective

Purpose of the course
The purpose of the discipline "Discrete Mathematics" is to form:

- world outlook in thematic areas of natural science, associated with the study of the properties of finite
or infinite structures with discontinuous processes or the separability of their constituent elements;

- basic knowledge for further use in other areas of mathematics and disciplines of natural science
content;

- mathematical culture, research skills and the ability to understand, improve and apply in practice
modern mathematical apparatus.

Tasks of the course
- acquainting students with the main thematic areas of discrete mathematics and the formulation of
typical mathematical problems;
- the formation of students' basic knowledge and skills in the application of basic methods for solving
typical mathematical problems of discrete mathematics;
- the formation of a general mathematical culture, the ability to think logically, to prove the main
statements, to establish logical connections and analogies between concepts;
- the formation of skills and abilities to apply the acquired knowledge for independent problem solving
and analysis of the results.



2. List of the planned results of the course (training module), correlated with the planned results of the
mastering the educational program

Mastering the discipline is aimed at the formation of the following competencies:

Code and the name of the competence Competency indicators

UC-1 Search and identify, critically assess and
synthesize information, apply a systematic
approach to problem-solving

UC-1.1 Analyze problems, highlight the stages of their
solution, plan actions required to solve them

UC-1.2 Find, critically assess, and select information
required for the task in hand

UC-1.3 Consider various options for solving a problem,
assess the advantages and disadvantages of each option

UC-1.4 Make competent judgments and estimates supported
by logic and reasoning

UC-6 Use time-management skills, apply
principles of self-development and lifelong
learning

UC-6.2 Plan independent activities in professional
problem-solving; critically analyze the work performed; find
creative ways to use relevant experience for
self-development

3. List of the planned results of the course (training module)
As aresult of studying the course the student should:

know:

- operations on sets, basic identities of the algebra of sets;

- addition and multiplication theorems for finite sets;

- the main types of finite samples (permutations, placement, combination, placement and combination
with repetitions, permutation with repetitions) and expressions for counting their quantities;

- generalization of the formula for inclusion and exclusion for counting the number of elements with
exactly r properties;

- definition of a Boolean function, ways of specifying Boolean functions, elementary Boolean
functions of one and two variables;

- canonical types of a Boolean function (SDNF, SKNF, Zhegalkin polynomial), the duality principle;

- definitions of closed and complete systems of Boolean functions, Post's completeness theorem;

- a way to implement a Boolean function in the form of a switch circuit conductance function;

- operations on statements, basic identities of the algebra of statements;

- definitions of the main types of graphs (graph, multigraph, directed and undirected graphs), ways to
define them using matrices, definition of isomorphism and connectivity;

- the main types of subgraphs (paths, chains, cycles);

- definitions of Euler, Hamiltonian, semi-Hamiltonian, planar graphs;

- criteria for the Euler and planarity of graphs, an algorithm for constructing an Euler cycle;

- determination of a weighted graph, algorithms of the "wave front" and Dijkstra for finding the
shortest paths from the selected vertex of the graph to the rest;

- definitions of a “tree”, “forest”, “spanning tree” of a graph, a “greedy” algorithm for constructing a
minimal “spanning tree” of a weighted undirected graph;

- definition of the transport network, full and maximum flows, algorithms for their construction, the
theorem on the minimum cut;

- definitions of the code, alphabetical code, properties of one-to-one code;

- definition of the prefix code and the theorem on its one-to-one;

- Kraft - Macmillan inequality;

- algorithms for constructing Fano and Huffman codes;

- determination of a self-correcting code, its geometric interpretation on a unit n-dimensional cube,
estimates for the Gil lower bound and the Hamming upper bound;

- definition and properties of the Hamming code.

be able to:




- perform identical transformations according to the rules of set algebra;

- to use the main types of finite samples when solving the simplest combinatorial problems;

- apply the theorems of addition and multiplication for finite sets, generalization of the formula for
inclusion and exclusion;

- to reduce the Boolean function to canonical forms (SDNF, SKNF, Zhegalkin polynomial) using the
table and the method of algebraic transformations;

- to study the closedness and completeness of the systems of Boolean functions;

- to analyze and synthesize switching circuits, to minimize their conductance function in the DNF
class;

- perform identical transformations according to the rules of propositional algebra, establish the truth of
complex propositions;

- to specify the main types of graphs using matrices, to investigate the isomorphism of pairs of graphs;
- to apply the criteria of the Euler and planarity of the graphs, to construct the Euler cycle;

- investigate the graph for Hamiltonian and semi-Hamiltonian;

- find the shortest paths from the selected vertex of the weighted graph to the rest;

- find the minimum "spanning tree" of a weighted undirected graph;

- find the full flow in the transport network;

- compile a graph of increments for a flow in a transport network and find the maximum flow;

- find the minimum section of the transport network;

- apply the Craft - Macmillan inequality, build a "tree" of the prefix code;

- build "trees" for Fano and Huffman codes;

- using the Hamming code, encrypt, search for an error and correct it for information messages of
arbitrary length.

master:

- methods for solving combinatorial problems;

- methods for solving problems of graph theory, in particular:

- an algorithm for constructing an Euler cycle;

- algorithms of the "wave front" and Dijkstra of finding the shortest paths from the selected vertex of
the graph to the rest;

- a “greedy” algorithm for constructing a minimal “spanning tree” of a weighted undirected graph;

- the method of constructing a complete flow in the transport network;

- by the method of constructing the maximum flow in the transport network using the increment graph;
- methods for solving problems of coding theory, in particular:

- algorithms for constructing Fano and Huffman codes;

- the method of applying self-correcting codes.

4. Content of the course (training module), structured by topics (sections), indicating the number of
allocated academic hours and types of training sessions

4.1. The sections of the course (training module) and the complexity of the types of training sessions

Types of training sessions, including independent work

Ne Topic (section) of the course
. Laboratory Independent
Lectures Seminars .
practical work

1 Algebra of propositions. 2 2 14
2 An introduction to boolean functions. 6 6 16
3 Elements of combinatorics. 6 6 14
4 Elements of graph theory. 7 7 16
5 Elements of coding theory. 7 7 14
6 Elements of set theory. 2 2 16
AH in total 30 30 90
Exam preparation 30 AH.




Total complexity 180 AH., credits in total 4

4.2.

Content of the course (training module), structured by topics (sections)

Semester: 2 (Spring)

1. Algebra of propositions.
Statements and operations on them. Functions, formulas and basic identities of the algebra of logic.
2. An introduction to boolean functions.

Boolean functions: definition, tabular way of assigning, lexicographic order of listing all sets of
variables, elementary Boolean functions of one and two variables. Substantial and dummy variables.
Representation of Boolean functions by formulas. Equivalence of formulas, basic identities of binary
Boolean algebra. A theorem on the (disjunctive) expansion of a Boolean function in the first m
variables. SDNF of a nonzero Boolean function. Dual boolean function. Duality principle. A theorem
on the (conjunctive) expansion of a Boolean function in the first m variables. The SKNF is not
identically equal to one of the Boolean function. Zhegalkin polynomials. Existence and uniqueness
of the representation of an arbitrary Boolean function by the canonical Zhegalkin polynomial. Closed
and complete systems of Boolean functions. Five classes of Fasting. Post's completeness theorem.
Analysis and synthesis of switching circuits. Minimization of Boolean functions in the DNF class.

3. Elements of combinatorics.

Finite sets. Addition and multiplication theorems. Sampling, rearrangement, placement, combination.
Placements and combinations with reps. Permutations with repetitions, a polynomial theorem.
Inclusion and exclusion formula. Generalization of the inclusion and exclusion formula for counting
the number of elements with exactly r properties.

4. Elements of graph theory.

The concept of a graph, methods of assignment. Directed and undirected graphs. Graph
isomorphism. Subgraphs, paths, chains, cycles. Graph connectivity. Euler graphs: a criterion, an
algorithm for constructing an Euler cycle. Hamiltonian and semi-Hamiltonian graphs. Planar graphs,
planarity criterion. Weighted undirected and directed graphs. Algorithms of the "wave front" and
Dijkstra for finding the shortest paths from the selected vertex of the graph to the rest. Trees. The
spanning tree of the graph. A "greedy" algorithm for constructing the minimum spanning tree of a
weighted undirected graph. Transport networks. Full and maximum flows. Algorithm for
constructing a complete stream. Increment graph. Algorithm for constructing the maximum flow.
Transport network sections. Minimum cut theorem.

5. Elements of coding theory.

The code. Alphabetic coding. Prefix code, its one-to-one. Craft-Macmillan inequality. Fano and
Huffman codes, algorithms for their construction. Hamming code. Bug fix. Self-correcting codes.
Partitioning the set of vertices of an n-dimensional cube into balls.

6. Elements of set theory.

Sets, operations on sets. Euler - Venn diagrams. Algebra of sets. Basic identities of the algebra of
sets.

5. Description of the material and technical facilities that are necessary for the implementation of the
educational process of the course (training module)



Classroom equipped with a blackboard, multimedia projector, screen and microphone.

6. List of the main and additional literature, that is necessary for the course (training module)
mastering

Main literature

1. OcHOBBI KOMOWHATOPUKY U Teopuu uncen [Tekct] : cOopHUK 3aad : yuel. mocobue 11 By30B / A.
A. Tnmubnuyk [u ap.] .— Jonronpynuasiii : U3n. Jlom "Uaremnext", 2015 .— 104 c.

2. Kombunaropuka u Teopus BepositHocTei [Tekc] : [yde6. mocobue s By3oB] / A. M.
Paiiroponckuit .— Jlonronpynnsiii : Maremekt, 2013 .— 104 c. - bubnuorp.: c. 99. - 3000 3x3. - [SBN
978-5-91559-147-8 .— Ilonnsiii TexcT (Pexxum goctyna : nocryn u3 cetu MOTH).

Additional literature

1. Kombunaropuka u nadopmaruka [Texcr]. U. 1. KomOunaTopHsIii aHams : yue6. nocobue / B. K.
JleonTreB; Mock. ¢pus.- TexH. uH-T (roc. yu-1) — M : MOTU , 2015 .— 174 c. + pdf-Bepcusi. -
Bubmuorp.: c. 173. - 250 ok3. - ISBN 978-5-7417-0545-2. — TNonnsiit Teket (Joctym uz cetn MOTH).

7. List of web resources that are necessary for the course (training module) mastering

. http://lib.mipt.ru — snexkrponHas oubianoreka dusrexa.

. http://www.exponenta.ru — 00pazoBareIbHbII MATEMAaTHYECKUH CAMT.

. http://mathnet.ru — obmepoccuiicknii MaTeMaTU4eCKHid TOpTall.

. http://www.edu.ru — penepanbublii mopran «Poccuiickoe o6pazoBaHue».

. http://benran.ru —6ubnMoTeka Mo ecTeCTBEHHBIM HaykaMm Poccuiickoii akageMuu HayK.

. http://techlibrary.ru/books.htm — rexanueckas OnbIMOTEKA.

. https://studizba.com/files/show/djvu/1717-1-gorbatov-v-a--fundamental-nye-osnovy.html
. https://'www.bookvoed.ru/files/3515/10/67/97.pdf
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8. List of information technologies used for implementation of the educational process, including a list
of software and information reference systems (if necessary)

The lectures use multimedia technologies, including the demonstration of presentations.
To control and correct knowledge, students can use computer testing.

In the process of independent work of students, it is possible to use software such as Grin,
Mathematica, Scilab, etc

9. Guidelines for students to master the course

A student studying a course in discrete mathematics must, on the one hand, master the general
conceptual apparatus, and on the other hand, must learn to apply theoretical knowledge in practice.

Since in modern literature there are, as a rule, several variants of definitions of the concepts under
consideration (for example, a graph), when studying theoretical material, the student is recommended
to adhere to one main source - a course of lectures.

Successful mastering of the course requires independent student work. The course program contains
the minimum required time for a student to work on a topic.

Independent work should include:

- reading and taking notes of the recommended literature;

- study of educational material (based on lecture notes, educational and scientific literature);

- preparation of answers to questions intended for self-study;

- proof of individual statements, properties;

- solving problems offered to students in lectures and practical classes;

- preparation for practical training, semester test work, exam.

The student's independent work is guided and monitored in the form of individual consultations.

An indicator of mastery of the material is the ability to solve problems. To form the ability to apply
theoretical knowledge in practice, the student needs to solve as many problems as possible. When
solving problems, each action must be argued, referring to the known theoretical information.



When mastering the course of discrete mathematics, it is advisable to adhere to the following scheme:
study of the lecture material according to the synopsis on the same day when the lecture was listened to
(approximately 10-15 minutes); repetition of the material on the eve of the next lecture (approximately
10-15 minutes), working out educational material based on lecture notes, educational and scientific
literature, preparing answers to questions intended for self-study (approximately 1 hour a week),
preparing for a practical lesson, solving problems (approximately 1 hour). In preparation for practical
exercises, it is necessary to repeat the previously studied basic definitions, theorem formulations. At
the beginning of the lesson, as a rule, a short (approximately 10-15 minutes) survey is conducted on the
material of the past lessons in oral or written form.

It is important to achieve an understanding of the studied material, and not its mechanical

memorization. If you find it difficult to study certain topics, issues, you should seek advice from a
lecturer or teacher who conducts practical classes.
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1. Competencies formed during the process of studying the course

Code and the name of the competence Competency indicators

UC-1 Search and identify, critically assess and
synthesize information, apply a systematic
approach to problem-solving

UC-1.1 Analyze problems, highlight the stages of their
solution, plan actions required to solve them

UC-1.2 Find, critically assess, and select information
required for the task in hand

UC-1.3 Consider various options for solving a problem,
assess the advantages and disadvantages of each option

UC-1.4 Make competent judgments and estimates supported
by logic and reasoning

UC-6 Use time-management skills, apply
principles of self-development and lifelong
learning

UC-6.2 Plan independent activities in professional
problem-solving; critically analyze the work performed; find
creative ~ways to use relevant experience for
self-development

2. Competency assessment indicators

As a result of studying the course the student should:

Kknow:

- operations on sets, basic identities of the algebra of sets;

- addition and multiplication theorems for finite sets;

- the main types of finite samples (permutations, placement, combination, placement and combination
with repetitions, permutation with repetitions) and expressions for counting their quantities;

- generalization of the formula for inclusion and exclusion for counting the number of elements with
exactly r properties;

- definition of a Boolean function, ways of specifying Boolean functions, elementary Boolean
functions of one and two variables;

- canonical types of a Boolean function (SDNF, SKNF, Zhegalkin polynomial), the duality principle;

- definitions of closed and complete systems of Boolean functions, Post's completeness theorem;

- a way to implement a Boolean function in the form of a switch circuit conductance function;

- operations on statements, basic identities of the algebra of statements;

- definitions of the main types of graphs (graph, multigraph, directed and undirected graphs), ways to
define them using matrices, definition of isomorphism and connectivity;

- the main types of subgraphs (paths, chains, cycles);

- definitions of Euler, Hamiltonian, semi-Hamiltonian, planar graphs;

- criteria for the Euler and planarity of graphs, an algorithm for constructing an Euler cycle;

- determination of a weighted graph, algorithms of the "wave front" and Dijkstra for finding the
shortest paths from the selected vertex of the graph to the rest;

- definitions of a “tree”, “forest”, “spanning tree” of a graph, a “greedy” algorithm for constructing a
minimal “spanning tree” of a weighted undirected graph;

- definition of the transport network, full and maximum flows, algorithms for their construction, the
theorem on the minimum cut;

- definitions of the code, alphabetical code, properties of one-to-one code;

- definition of the prefix code and the theorem on its one-to-one;

- Kraft - Macmillan inequality;

- algorithms for constructing Fano and Huffman codes;

- determination of a self-correcting code, its geometric interpretation on a unit n-dimensional cube,
estimates for the Gil lower bound and the Hamming upper bound;

- definition and properties of the Hamming code.

be able to:




- perform identical transformations according to the rules of set algebra;
- to use the main types of finite samples when solving the simplest combinatorial problems;
- apply the theorems of addition and multiplication for finite sets, generalization of the formula for
inclusion and exclusion;
- to reduce the Boolean function to canonical forms (SDNF, SKNF, Zhegalkin polynomial) using the
table and the method of algebraic transformations;
- to study the closedness and completeness of the systems of Boolean functions;
- to analyze and synthesize switching circuits, to minimize their conductance function in the DNF
class;
- perform identical transformations according to the rules of propositional algebra, establish the truth of
complex propositions;
- to specify the main types of graphs using matrices, to investigate the isomorphism of pairs of graphs;
- to apply the criteria of the Euler and planarity of the graphs, to construct the Euler cycle;
- investigate the graph for Hamiltonian and semi-Hamiltonian;
- find the shortest paths from the selected vertex of the weighted graph to the rest;
- find the minimum "spanning tree" of a weighted undirected graph;
- find the full flow in the transport network;
- compile a graph of increments for a flow in a transport network and find the maximum flow;
- find the minimum section of the transport network;
- apply the Craft - Macmillan inequality, build a "tree" of the prefix code;
- build "trees" for Fano and Huffman codes;
- using the Hamming code, encrypt, search for an error and correct it for information messages of
arbitrary length.
master:
- methods for solving combinatorial problems;
- methods for solving problems of graph theory, in particular:
- an algorithm for constructing an Euler cycle;
- algorithms of the "wave front" and Dijkstra of finding the shortest paths from the selected vertex of
the graph to the rest;
- a “greedy” algorithm for constructing a minimal “spanning tree” of a weighted undirected graph;
- the method of constructing a complete flow in the transport network;
- by the method of constructing the maximum flow in the transport network using the increment graph;
- methods for solving problems of coding theory, in particular:
- algorithms for constructing Fano and Huffman codes;
- the method of applying self-correcting codes.

3. List of typical control tasks used to evaluate knowledge and skills

The current control is carried out on the basis of the fulfillment by students of a set of homework
assignments and tests in accordance with the curriculum. Data on attendance and current performance
are entered by teachers in special journals.

Current control based on homework is carried out during the academic semester within the timeframe
established by the Educational Department, in accordance with the curriculum.

To pass the assignment, the student is obliged to provide a solution to the homework problem in
writing, answer the teacher's questions and write a test on the assignment, which tests the knowledge of
concepts and statements on the topics of the assigned assignment and the ability to solve problems.

During the execution of the test work, you cannot use the help of other persons, computers and mobile
phones.

4. Evaluation criteria
Exam questions:

1. Give an example of a correspondence that has the following properties: a) surjective, not injective,
not a mapping; b) not surjective, injective, not a mapping; c) not surjective, not injective, mapping.

2. State the defining properties of correspondences inverse to injective and to surjective.

3. The correspondence is both injective and surjective. Is it necessarily a bijection?

4. Prove that the composition of mappings, injective correspondences, surjective correspondences and
bijections is a mapping, injective correspondence, surjective correspondence, bijection, respectively.



5. Show that in any infinite set there is a countable subset.
6. Prove that any subset of a countable set is at most countable.

Topics for coursework:
- Prove that the union of two countable sets is countable.

Ticket 1:
1. State the defining properties of correspondences inverse to injective and to surjective.
2. The correspondence is both injective and surjective. Is it necessarily a bijection?

Ticket 2:

1. Prove that the composition of mappings, injective correspondences, surjective correspondences and
bijections is a mapping, injective correspondence, surjective correspondence, and bijection,
respectively.

2. Show that any infinite set contains a countable subset.

- the mark "excellent (10)" is given to a student who has shown comprehensive, systematized, in-depth
knowledge of the curriculum of the discipline and the ability to confidently apply them in practice
when solving specific problems, free and correct justification of the decisions made

- the mark "excellent (9)" is given to a student who has shown comprehensive, systematized, in-depth
knowledge of the curriculum of the discipline and the ability to apply them in practice in solving
specific problems, free and correct justification of the decisions

- the mark "excellent (8)" is given to a student who has shown comprehensive systematized, deep
knowledge of the curriculum of the discipline and the ability to apply them in practice in solving
specific problems, and the correct justification of the decisions

- the mark "good (7)" is given to a student if he firmly knows the material, expresses it competently
and to the point, knows how to apply the acquired knowledge in practice, but makes some inaccuracies
in the answer or in solving problems;

- the mark "good (6)" is given to the student if he knows the material, presents it competently and in
essence, knows how to apply the knowledge gained in practice, but makes some inaccuracies in the
answer or in solving problems;

- the mark "good (5)" is given to the student if he knows the material, and essentially expounds it,
knows how to apply the knowledge gained in practice, but makes some inaccuracies in the answer or in
solving problems;

- the mark "satisfactory (4)" is given to a student who has shown a fragmented, scattered nature of
knowledge, insufficiently correct formulations of basic concepts, a violation of the logical sequence in
the presentation of the program material, but at the same time he owns the main sections of the
curriculum necessary for further education and can apply the obtained knowledge by model in a
standard situation;

- the mark "satisfactory (3)" is given to a student who has shown a fragmentary, scattered nature of
knowledge, insufficiently correct formulations of basic concepts, violation of the logical sequence in
the presentation of program material, but at the same time he has fragmentary knowledge of the main
sections of the curriculum necessary for further education and can apply the knowledge gained by the
model in a standard situation;

- the mark "unsatisfactory (2)" is given to a student who does not know most of the main content of the
curriculum of the discipline, makes gross mistakes in the formulation of the basic concepts of the
discipline and does not know how to use the knowledge gained in solving typical practical problems;



- grade "unsatisfactory (1)" is given to a student who does not know the formulations of the basic
concepts of the discipline.

5. Methodological materials defining the procedures for the assessment of knowledge, skills, abilities
and/or experience

During the exam, students can use the discipline program.



3. [lepevyeHb THNOBBIX KOHTPOJIbHBIX 3aJJaHUIi, HCMOJIb3YeMbIX /1JIsl OLIEHKH 3HAHMI,
YMeHH, HABBIKOB

JlJis olleHKH 3HAHW B KOHIIE CEMecTpa MPOBOIUTCS CEMECTPOBas KOHTPOJIbHAs paboTra
(THIIOBOM BapHAHT — B IPUIIOKEHHH A).

[IpomexxyTounast  arrectauuss 1O  JUCHUIUIMHE  «JIUCKpeTHas  MareMaTuKay
ocyuiecTBisgercs B hopMe sK3aMeHa. JK3aMeH MPOBOAUTCS B YCTHOHU dopme.

[IpuMepbl KOHTPOJIBHBIX BOIIPOCOB:

1. ChopmynupoBarh ompeneiacHus onepanuid HaJ, MHOXKECTBaAaMH, CBOMCTBA OIEpariui,
OCHOBHBIE TOXK/IECTBA areOpbl MHOKECTB.

2. ChopmynupoBaTh TEOPEMBI CIOKEHHUS M YMHOKEHHUS 17151 KOHEUHBIX MHOXECTB.

3. Jlatb ompeneneHus OCHOBHBIX BHJIOB KOHEUHBIX BHIOOPOK (TIEPECTaHOBKH, pa3MEIICHUS,
COYETaHUS, pa3MEILICHHUs U COYETaHHs C MOBTOPEHUSAMU, MEPECTAHOBKU C MOBTOPEHUSMI) U BBIPOKCHUS
JUTS1 TIOZICYETA MX KOJTMYECTB.

4. 3anucarb 0000meHHe (OpMYIIbI BKIFOYECHUSI M HCKIIFOUYEHHUS i1 TOZCYeTa KOJMMYeCTBa
AJIEMEHTOB, 00JIAIAIOIIX POBHO I' CBOMCTBAMH.

5. Harb ompenenenue OyneBoil (QyHKIMH, cHOPMYITUPOBATH CHOCOOBI 3aJaHHs OyJEBbIX
(YHKIIUIA, TIEPEUMCIIATE BCE AIEMEHTapHBIE OYIIeBBI (DYHKIIUH OT OTHOM U IBYX TIEPEMEHHBIX.

6. Jlatb ompenenenus kaHonnueckux BuaoB OyneBoit ¢ynkimu (CAH®, CKH®, nomuHoM
Kerankuna).

7. Omucars meroapl noctpoerus CJIH®, CKH®, nonmunoma XKerakuHa.

8. CchopmynupoBars onpeesieHne JBOMCTBEHHON (PyHKIIUH.

9. CchopmynupoBaTh IPUHITHIT TBOHCTBEHHOCTH.

10. Jlars onpernenieHyst 3aMKHYTHIX H TIOJTHBIX CHCTEM OYJIeBBIX (DYHKIIHIA.

11. Cchopmyrmpoars Teopemy [locta o monHore.

12. lars onpenenieHre GyHKIIUHA TPOBOIUMOCTH ITEPEKITIOYATSIIEHON CXEMBI.

13. Omnucarp croco6 peammzaimu OyneBod (yHKIMU B Buae (DYHKIMH TPOBOIMMOCTH
HOCJIEIOBATEIILHO-TIAPAILIEIIbBHON [TEPEKITF0YaTe/IbHON CXEMBI.

14. lats ompeneneHys COKpaIieHHOM, TyMuKoBoi 1 MunnmanbHoi JIH®D, onmcars npouenypy
MHUHUMU3aUMK QyHKIMY B kiacce [THO.

15. Jlate onpeneneHust onepanui HaJl BbICKAa3bIBAHUSIMHU, CBOMCTBA ONepanuii, 0CHOBHbIC
TOXIECTBA AJITeOPbI BBICKA3bIBAHUH.

16. /late onpeneneHuss OCHOBHBIX BUI0B IpadoB (rpad, Mynsrurpad, OpueHTUPOBAHHBIH
Y HEOPUEHTUPOBAHHBIN rpadbl), OMKUCATh CIOCOOBI UX 3a/IaHHS C TIOMOIIBIO MaTPHUI] CMEKHOCTH
Y MHUUJEHTHOCTH

17. datb onpenenenue nzoMmopdusma rpados.

18. Jlath ompeneneHusi OCHOBHBIX BUIOB MOATrpadoB (MyTH, LIEMH, [IHKIIbI).

19. ChopmynupoBarh ONpEACIICHUsI dMIEPOBBIX, TAMIIBTOHOBBIX, MOJIYTaMIJIBTOHOBBIX,
TUTAaHAPHBIX TPaQoOB.

20. ChopmynupoBarh KpUTEPUH SHUTIEPOBOCTHU U TIIAHAPHOCTH rpadoB.

21. Onucarp anropuT™ NOCTPOECHHUS dMIIEpOBa LIUKIIA.

22. ]Jlate ompejeneHre B3BEHICHHOTO Tpada, omucarh alropuTM «hpOHTA BOJHBD
HAXOXKJCHHSI KpaTYalIuX MyTel OT BBIACNEHHOM BEPIIUHEI rpada 10 OCTaIbHBIX.

23. Onwucare anroput™ JIeWKCTpbl HAaXOXKJACHMs KpaTdyaWlluX IyTe OT BBIAEICHHOMN
BEpIIMHKI rpada 10 OCTaTbHBIX.

24. Jlatp ompeneneHusl «IepeBay, «Iecay, «OCTOBHOTO AepeBa» rpada.

25. Onucarp <«KaJHBI» aITOPUTM MOCTPOEHUS MHUHHMAJIBHOTO «OCTOBHOTO JI€pEBa»
B3BEIICHHOTO HEOPUEHTUPOBAHHOTO Tpada.

26. Jlatb onpenienieHre TPaHCIIOPTHOM CETH, TOJTHOTO U MAaKCUMAITbHOTO TIOTOKOB B HEM.

27. Onmcarb METOIBI ITOCTPOSHHUSI TIOJTHOTO M MAKCUMAITLHOTO TIOTOKA B TPAHCIIOPTHOM CETH.

28. Jlatb onpezeneHue pa3pe3a 1 chopMyupoBaTh TEOPEMY O MUHUMAIILHOM pa3pese.

29. Jlate ompeneneHus Koma, an(aBUTHOTO KOJa, CBOMCTBA B3aMMHOW OJHO3HAYHOCTH

Koaa.



30. CdopmynupoBars omnpeneneHue mpedukcHoro koma. JIoKeH M B3aUMHO
OJTHO3HAUHBIN asi(haBUTHBIN KOJ 00sI3aTEIbHO OBITh MPE(UKCHBIM?

31. ChopmynupoBars HepaBeHcTBO Kpadra — Makmuuiana.

32. Onucarp anroput™bl ocTpoeHus konoB Pano u Xadhmena.

33. [larb ompeneneHre caMOKOPPEKTUPYIOIIErocs Koa, €ro TeOMETPHYECKY0 MHTEPIIPETALHIO
Ha SIMHIYIHOM N-MEPHOM KyOe.

34. CcpopmynupoBars MeToz M (POBaHKS, TOMCKA U UCTIPABICHHS OIIMOKH B KOZe XOMMHUHTA.

IIpumMepsl KOHTPOIBHBIX 3aJaHUN:

1. Uccnenosarpb MOJTHOTY CHUCTEMBI OyneBBIX byHKIUN

{(x+y)-(i+7); x-y®z; (x-y)lz; x-y+x~z+y-z}.
2. JHns  OyneBoit  dymkmum  f(X,X,, X5, X,) =X +(X, ®X,)+X,  ucciuenosarb

NPUHAIICKHOCTD K Kax1oMy u3 st kiaccos [locra T, T, S, L, M .

3. ®dynxmma f7(x,X,,X;) 3amaHa crpoxoii (0,0,0,1,1,0,0,0). dua dyaxmmu f (X, X,, X;)
MOCTPOUTh KaHOHMYEeCKUH MHOTOWIeH XKerankuna, CKH®, cokpallleHHY10 U BC€ MUHUMAJIbHbIE
JIH®.

4. Jlna 6ynesoit ¢pynxmmu T (X,Y,Z), 3agannoii crpoxoii (1,0,1,1,1,1,0,1), mocTpouts

COKpAILIEHHYIO, BCE TYIIUKOBbIE U MUHUMaNbHbIE JIHO.
5. Ioctpouths npedUKCHBIA KOJ ¢ MHUHUMAJIBHOW W30BITOUHOCTBIO (Kox XaddmeHa) ¢

oMoIIp0  andaBuTa {O;]; 2;3} JUIsL  TIepefadyd  JIeBATUOYKBEHHBIX  COOOILEHUH  C

OTHOCHUTEJIBHBIMH 4YacToTaMu mosiBienust Oyks: 0,22; 0,20; 0,12; 0,11; 0,10; 0,09; 0,08; 0,06;
0,02.

JlanbHelme npuMepsl KOHTPOJIBHBIX BOIPOCOB WM 33JaHUM NMPUBEICHBI B TIPHUIOKCHUH
b.

4. Kputepuu olleHUBaHUS

Onenka «otaugHo (10)» BeICTaBISIETCS 00YYArOIIEMYCs, €CIIA OH ITOKa3ajl BCECTOPOHHHUE,
CUCTEMAaTU3UPOBAHHbBIE, TIIYOOKHE 3HaHUA Y4YeOHON MporpamMmbl JWUCHUIUIMHBI U yMEHUE
YBEPEHHO MPHUMEHATh WX Ha TMPAKTHKE TPU PEIICHHH KOHKPETHBIX 3a1ad, CBOOOJHOE W
IpaBUIbHOE 0OOCHOBAHUE MPUHSTHIX PEIICHUH;

OIleHKa «OTIMYHO (9)» BBICTABIAETCS O0y4YaromeMycCs, €CJIU OH ToKa3ajl BCECTOPOHHHUE,
CUCTEMAaTU3UPOBAHHbBIE, TIYOOKHE 3HaHUsA Y4eOHON MporpamMMmbl JUCHUIUIMHBI U yMEHUE
YBEPEHHO MNPHUMEHATh WX Ha TMPAKTHKE TPU PEIICHHH KOHKPETHBIX 3a/ad, CBOOOJHOE H
paBUIbHOE OOOCHOBAaHHE MPUHATHIX PEHIEHUH, HO MPU 3TOM OBUIM JOMYIIEHBl HEeOOJbIlNe
HETOYHOCTH, KOTOPBIE OBUTH CaMOCTOSITEIbHO OOHAPYKEHBI U UCTIPABIICHBL;

OLIEHKa «OTINYHO (8)» BBICTaBIsAETCS 00y4aroleMycs, €Clii OH I0Ka3ajl BCECTOPOHHUE,
CHCTEMaTU3UpOBaHHbIE, TIYOOKHE 3HAHHWS Yy4eOHOW WPOTpaMMBbl JUCIHUILUIMHBI W YMEHHUE
YBEPEHHO MPHUMEHATh WX Ha IMpaKTHKE MPH pPELIeHUH KOHKPETHBIX 3ajiad, CBOOOAHOE U
NpaBUIbHOE OOOCHOBAaHHWE MPUHATHIX PEHICHWH, HO TPU ITOM OBLIM JOMYIICHBI HEOOJbIINe
HETOYHOCTH, KOTOpBIE NIOCTIE YKa3aHUs dK3aMeHaTopa ObUTM CaMOCTOSITENIbHO UCTIPABIIEHBI;

oIleHKa «xopoIio (7)» BBICTaBISETCS 00yJaroIIeMycsl, €CJIM OH TBEPJO 3HAET MarepHua,
IPaMOTHO U TIO CYIIECTBY M3JIaraeT ero, yMeeT IpUMEHSTh MTOJy4eHHbIE 3HaHUs Ha MTPAKTHUKE, HO
JIOITyCKaeT HETOYHOCTH B OTBETE MJIH JIEJIAeT HECYNIECTBEHHBIC OIMOKH MPH PEIICHUH 3a7ad;

OLIEHKa «XopouIo (6)» BBICTABIAETCS 00ydalOLIeMyCsl, €CIM OH TBEPO 3HAET Marepual,
TPaMOTHO U TIO CYIIECTBY M3JIaraeT ero, yMeeT IPUMEHSITh ITOTyYeHHbIC 3HaHUS Ha MTPAKTHKE, HO
JIOITyCKaeT HeOObIINE OMMOKU B OTBETE U (WJIN) MIPH PELLICHUHU 33]1ad;

OIICHKa «XOpoIIO (5)» BBICTABISETCS 00yJarOIIEMYCsl, €CJIM OH TBEPJO 3HAET MaTepHua,
IPaMOTHO U TIO CYIIECTBY M3JIaraeT ero, yMeeT IPUMEHSTh MTOJyYeHHbIE 3HaHUs Ha MTPAKTHUKE, HO
OTBEYAeT HEYBEPEHHO U (WJIN) I0MyCKaeT OLIMOKYU MpHU PEelIeHUH 33/1a4;

OLIEHKA «YIOBIETBOPUTENBbHO (4)» BBICTaBIAETCS O0Oy4aromeMycs, I[OKa3aBlIeMy
(bparMeHTapHbIi, pa3pO3HEHHbIN XapakTep 3HaHUI, HETOYHbIE (OPMYIUPOBKU Oa30BbBIX
NOHATUH, HapyUIeHUs JIOTUYECKOM MOCIe0BATeIbHOCTH B H3JIOKEHUU IMPOTPaMMHOIO
Marepuaia, €cilid IpPU STOM OH BIAJEET OCHOBHBIMHM pa3jielamMH Y4eOHOM MporpamMMBbl,



HEOOXOIMMBIMU ISl JTAJIbHEHIIEro OOydeHHsI U MOXKET IPUMEHSTh IOJY4YeHHbIE 3HaHUS I10
00pa3ily B CTaHAAPTHOM CUTYallUH;

OLIEHKA «YIOBJIETBOPUTENBbHO (3)» BBICTaBIsAETCS OOyyaromeMycs, I[O0Ka3aBLIEMY
(dparMeHTapHBI, pa3pO3HEHHBIH XapakTep 3HAHWN, HETOYHbIE (HOPMYIUPOBKUA 0a30BBIX
HOHATUI, HapyUIeHUs JIOTUYECKOM IOCIEeOBATEIbBHOCTH B  M3JIOKEHHUU IPOTrPaMMHOIO
Marepualia, He BIAJCIOIIEeMy HEKOTOPBIMU pasjellaMH y4eOHOH IporpaMMbl, HO YMEIOIIEMY
IPUMEHSATH [TOJyYEHHbIE 3HaHU 110 00pa3ly B CTAaHJApTHOM CUTYalUH;

OLIEHKA «HEYJIOBJIETBOPHUTEIHHO (2)» BBICTABISETCS 0OydYaromeMycs, KOTOPbIA HE 3HAET
OosbLIeH YaCcTH OCHOBHOTO COJEp KaHUs y4eOHOM NMporpaMMsbl JUCUUIUIMHBL, OIYCKAaeT IpyobIe
omMOKH B (OPMYIHPOBKAX OCHOBHBIX MOHATHH JWCHUIUIMHBI M HE YMEET HCIIOIb30BaTh
HOJY4YEHHBIE 3HAHU TP PELLIEHUN TUIIOBBIX MPAKTUUYECKUX 3aj1ay;

OLIEHKA «HEYIOBJICTBOPUTENIbHO (1)» BhICTaBIACTCS OOy4aromemycs, IOKa3aBIIEMy
HOJIHOE HE3HAHUE Y4eOHOM MpOrpaMMsbl JUCLUILUINHBL.

5. Metonnueckne mMarepuaJibl, onpee/isiloliue NMpouelypbl OLEHUBAHUSA 3HAHMIA,
YMeHH i, HABBIKOB U (WJIH) ONbITA 1eSITETbHOCTH

[Ipy mpoBemeHuum yCTHOTO SK3aMeHa oOydamomeMmycs mpepocraeisiercs 1.5
ACTPOHOMMYECKMX Yaca_ Ha MoAroToBKy. Ompoc oOywaromierocsi mo OWiIeTy Ha SK3aMeHe He
JOJKEH MPEBBINIATh JBYX aCTPOHOMHYECKHX YacoB.

Bo Bpemsi mpoBeneHHs SK3aMeHa OOydaromMecs MOTYT TIOJNb30BaTbCs  TOJIBKO
POrPaMMO TUCITUTUIUHBI.




