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MockoBcknii hpu3nKo-TeXHUIECKHN HHCTATYT (HAIMOHAIBHBIA UCCIIEI0BATEIbCKUI YHUBEPCATET )

Br16op onTuMaJsibHOUN CTPYKTYPhl aBTOKOANPOBIINKA C
MpuMeHEHnEM MeToA0ii OaiiecoBCKOIl onTUMU3AIAN

B pabore paccmarpuBaeTcs 3aa4a BEIOOPA CTPYKTYPBI MOJIETN aBTOKOAUPOBIHKa. 11ox
ABTOKOJIMPOBIIMKOM MOHUMAaeTCs TuddepernupyemMas o napaMerpaM MOZIeJb, MPeICTaBu-
Masi B BHJIE KOMIIO3UIUY JIBYX (DYHKIMNA: KOAUMPOBIIHUKA, IPEJACTABISIONIEIO BXOIHOU 00bEKT
B BHJE CKPBITOTO BEKTOPHOTO MPEICTABJIEHNUs, U JeKOIUPOBIINKA, MTPEOOPA3YIONIETO CKPhI-
TOe BEKTOPHOE MpeJICTaBIeHNe B NCXOQHOe PU3HAKoBoe mpocTpancTBo. CTPYKTypa Mozenn
ABTOKOIMPOBIINKA MTPE/ICTABJIAETCSA B BU/I€ HAOOPA TUIIEPIIaPAMETPOB, /I BHIOOPA KOTOPHIX
[peJIaraeTcs MPUMEHATh MeTOIbl OaltecoBCKOM onruvu3anuu. IIpempraraercsa qByXITannas
MouduKaImsa Merojga 6aeCcOBCKON ONTUMUBAIUNT: HA KAXK 0N UTepaIiy IIOMCKA BbIOMpaeT-
CS1 MHOXKECTBO TOYEK C HAMJIYUIeH OIEHKON KAYeCcTBa MOIEJH, & 3aTeM W3 HUX OTOMPAETCS
HAWJIYdIIuil ¢ y9eToM AuHAMuKu o0ydeHwusi. IIpuBoguTCS TeOpeTmdeckoe OOOCHOBAHUE aJl-
ropuT™ma, a skcrepumenTsl Ha BbiOOpKax CIFAR u Fashion-MNIST noarsep:kaator addex-
TUBHOCTH TIPE/TIOKEHHOTO TOAXOA.

KuroueBbie ciioBa: OafiecoBCKas OMTUMU3AINS, ONTUMI3AINS THIIEPTapaMeTpOB, Hel-
pounbie cerr, AutoML, KDE, TPE, aBTOKOAUPOBIINK, BHIOOP CTPYKTYPHI MOIEIN
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Optimal Autoencoder Structure Selection Using Bayesian
Optimization

The paper considers the problem of the structure selection for autoencoder model. An
autoencoder is a model differentiable by parameters, represented as a composition of two
functions: an encoder representing the input object as a latent vector representation, and a
decoder transforming the latent vector representation into the original feature space. The
structure of the autoencoder model is represented as a set of hyperparameters, for the
selection of which it is proposed to apply Bayesian optimization methods. A two-stage
modification of the Bayesian optimization method is proposed: at each search iteration, a
set of points with the best estimate of the model quality is selected, and then the best one is
selected from them taking into account the dynamics of training. The theoretical justification
of the algorithm is given, and experiments on CIFAR and Fashion-MNIST samples confirm
the effectiveness of the proposed approach.

Key words: bayesian optimization, hyperparameter optimization, neural networks,
AutoML, KDE, TPE, autoencoder, model structure selection

1. Bsenenue

OnTuMu3anmusa apxXUTEKTYpPhl U THIEPIApaMeTPOB aBTOKOANPOBIIMKOB OCTAETCd BaKHOU
CJIOXKHOM 3ajadeil B 001aCT MAITMHHOTO 00ydenus. 110 aBTOKOAMPOBIITUKOM TOHUMAETCS Hel-
POHHASI CeTh, COCTOSINAA U3 ABYX YaCTeH — KOANPOBIIMKA U TeKOAHPOBIINKA, KOTOPAS UCIOIb3Y-
ercs Jytsi 00yueHus: 3(PPEKTUBHBIX PEICTABACHUN JaHHbIX 0e3 yunTess. B dynmamenraaibaoM
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UCCJIeJIOBAHUN TPYAHOCTEH ofydueHusi rrybokux ceteii [1] 6BLI0 TMOKa3aHO, UTO BBIOOD rHUIEp-
apaMeTpoB CYIIECTBEHHO BJIMSET HA KAYeCTBO PaboThl Mozesu. s aBTOKOAMPOBIIIUKOB ITA
npobsieMa 0CODEHHO aKTyaJibHA, IIOCKOJBKY KAYECTBO MOJIYYHBIINXCS CXKATHIX IIPEJICTABICHUI
CHJIBHO BABUCHUT OT BBIOPAHHON CTPYKTYPBI CETH, XaPAKTEPUIYIOIIEHCsT KOJUIeCTBOM CJI0EB U UX
napaMeTpaMu, pa3MepOM CKPBITOTO IIPEJICTABICHUA U JIPYTUMUA.

Panee 6bLIO TIPEJIJIOKEHO HECKOJIBKO CIIEIUAIU3UPOBAHHBIX METO/0B ONTHUMHU3AIUN TUIEP-
napamerpos riybokux cereii. Hanpumep, b1 pazpadoraH aairopur™ HOUCKA apXUTEKTYPhI HA
ocHoBe Mera-obydenus [2], a Takxke /I 9TOM 3aja4n ObLIM ajalTUPOBAHBI [25] 1peBoBUHbIE
cTpyKTyphl [lapsena u paspaboran moixos [4], ©Cmonb3yOMAi SKCTPAIOIAIINI0 KPUBBIX 00y Ue-
HUS JIJIsT TIPEJICKA3aHUST KOHEUHOTO KadecTBa Mojeau. OIHAKO 9TH MeTOoAbl b0 TpebyioT 3Ha-
YUTEJBHBIX BBIYHUCIUTEIBHBIX PECYPCOB, JUOO HE YUUTHIBAIOT BasKHBIE OCOOEHHOCTH JTHHAMUKH
obyuenrsa KOHKPETHBIX MOJEseH, HAPUMepD, aBTOKOAUPOBIITHKOB.

Knaccngeckne MeTojipl ONTHMU3ANNY THIIEPIIAPAMETPOB, TaKue Kak MOJIHbINA mepeGop [5] n
cJTydaiiHblil TOUCK [16], 1eMOHCTPUPYOT orpaHnyeHHy 0 3(bMEKTHBHOCTE Tpu pabore ¢ 6OIbIITH-
MW MPOCTPAHCTBAMH THIEPIAPAMETPOB. Bojiee epCcrneKTHBHBIM HATPABJIEHUEM CTaJjia 0aliecoB-
CKasl OMTHMHU3aIug [7], KOTOpas CTPOUT BEPOSATHOCTHYIO MOJIEJb TiesieBoil dbyukmnu. Passurue
9TOTO TOAXOMA MPUBEIO K CO3MAHWI0 PA3AMIHBIX MOAUMUKAIIN, BKIOUAST TayCCOBCKUE TTPOIEC-
bl [8] m MeTo Bl HA OCHOBE JIPEBOBUIHBIX CTPYKTYD [25].

HecvoTps Ha 3HaUUTENBbHBIN TpoOTpece B 001acTu HallecOBCKOM ONTUMU3AIUU U HEWPOaApPXH-
rekTypHoro noucka (NAS) [11], cyuiecTBytomnpe MeTOAbI UMEIOT HECKOJIBKO MPHUHIMITHATBHBIX
OTpaHUYEHU IPUMEHUTESILHO K 3a/ia4e HACTPOUKU aBTOKOJAUPOBIINKOB. Bo-1iepBhIX, GOJIBIITIH-
CTBO NOAXO/I0B, BK/IFOUYas coBpeMeHHbie MeTojbl NAS [12], paspabarbiBasnch MperMyIecTBeHHO
JIJI OJTHOHAIIPABJIEHHBIX apPXUTEKTYD U HE YUUTHIBAIOT CHENM(DUKY JIBYHAIIPABIECHHONU CTPYKTY-
pbl aBTOKOMPOBIIMKOB [13]. Bo-BrophiX, TpajuiuoHHbIe METO/BI TPEOYIOT HOTHOIO 06y YeHust
MOJIeJIA JIJIsi TOYHON OIEHKM KA4eCcTBa, YTO BBIUYUCIUTEJBHO JOPOr0 Jjsd NiyOOKMX aBTOKOIH-
POBIIIUKOB. B—TpeTbI/IX, OHM HE YYUTbIBAIOT NUHAMUKY M3MCHEHUA q)yHKL[I/H/I IIOTECPb Ha PaHHUX
dTalrax O6yLIeHI/ISI, KOTOPasdA COOCPKUT BaAZKHYTIO I/IHd)OpMaJ_[I/HO O ITOTEHIINAaJIBbHOM KaveCTBE MOJIEC-
s [14]. Cregyer oTMeTUTD, 9TO CYIIECTBYIOT AJbTEPHATHBHBIE TIOIXO/BI K OMTUMU3AINE APXH-
TeKTYp aBTOKOJIMPOBIIUKOB, TaKne KakK SBOJIOIMOHHBIE ajropuTMbl (23], ogHako oHn Tpebyror
BHAYUTEJBHBIX BBIUUCIUTE]BHBIX PECYPCOB U He 0DOECIIeYUBAIOT TEOPETUYUECKUX TapaHTuil cXo-
JAMOCTH.

B warmeit pabore mpegiaraercs HOBBIM MeTOn 6afeCOBCKOM ONMTHMMU3AIINH, CITeInaIbHO pas3-
paboTaHHBIN 9 HACTPONKHN THIEpIapaMeTpOB aBTOKOIUPOBIITUKOB. JIaHHBIN TMOAX0 coYeTaeT
JBYX3TAITHBI O0TOOD KAHAWIATOR C aHAIM30M JUHAMWKEN OOyUeHWs HA PAHHUX uTeparnmax. Ha
[IEPBOM 3Talle 0TOUPAETCA MHOXKECTBO MEPCIEKTUBHBIX HADOPOB ITUIIEPIIAPAMETPOB, HA BTOPOM —
TIPOU3BOAUTCA UX YTOIHEHUEC Ha OCHOBE IPU3HAKOB, U3BJIEKACMBIX TIOCJIC O,Z[HOI?I III0OXU O6yquI/IH.

DKCTepIMenTH Ha cTan apTaBX Habopax mammbrx CIFAR [9] n Fashion-MNIST [10] ! moxa-
3LIBAIOT, YTO IIPEII0KEHHBIN MEeTO T IPEBOCXOTUT 110 9 peKTUBHOCTH HA30BbIE TOAX0IbI HaitecoB-
CKOW OMTUMUBAINN /I aBTOYHKOAEpa. B gacTHOCTH, TpeaIaraeMblil aJrOpUT™M JeMOHCTPUPYET
60J1ee OBICTPYIO CXOUMOCTD U TIO3BOJIAET SKOHOMUTD 710 60% BBLIYUCIUTENLHBIX PECYPCOB TIPH CO-
XpaHeHNN KAYeCTBa PE3YABTATOR. DTH MPEUMYIIECTEA 0CODEHHO BaXKHBI JJIs TPAKTHIECKUX TTPH-
MeHeHuil, rje Tpebyercs yacras HACTPOHKa UIepIapaMeTpOB aBTOKOIUPOBIIUKOB B YCIOBUSX
OTpaHuYeHHBIX pecypcoB. OCHOBHOM BKJIa ] PADOTHI 3aK/IHYAETCS B pa3pabOTKe CIEIUATU3APO-
BaHHOT'O AJITOPUTMA, ONTUMUBAINY THIIEPIapaMeTpPOB aBTOKOAUPOBIINKOB, €I'0 TEOPETUYECKOro
0DOCHOBAHMSI, & TAKKe SKCIIEPUMEHTATBHOTO TOATBEPK AeHNA (M PEKTUBHOCTH HA CTAHIAPTHBIX
Habopax JTaHHBIX.

2. Tlocramoska 3amaun

B nmammoit pabore paccvarpmpaercs 3ajada BBIOOpA THUIIEPIAPAMETPOB MOIEIN ABTOKOIH-
POBITIUKA, 33Ja0mux ero crpykrypy. llycrs 3amana Beibopka X C R™, rne R® — npusznako-

"Yexommerit Kom sxcrepuMenTos nocTymen B peno3uropun https://github.com/intsystems/BHPO-AE
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BOE IPOCTPaHCTBO. BuIOOpKa pazjiesieHa Ha 00yJatoly0 YacTh Xirain U BAJTUIANUOHHYIO YaCTh
Xyalid- Obyuarorast 9acTh BHIOOPKU Xirajn MCIOIB3YETCS /s OITAMU3AIUN TaPAMETPOB ABTO-
KOIMPOBIIHUKA, 3 BAJUIAINNOHHAA JaCTh Xyalid, pa3Mepa M, ajs Beibopa rumeprnapamerpos. Ilom
ABTOKOIMPOBIMUKOM ITOHIMAETCSI TapaMeTPU30BaHHAS MOJEIL fh,, 3aJaHHas KOMIIO3AIMEH IBYX
0TOOparyKeHmif:

fo(w) = £la(w?) o f(w®) : R® — R",

roe f¢ : R — R" — XogmpoOBIIUK C OapamMeTpaMu W€ B CTPYKTYpOi, 3aaaBaeMOil BEKTO-
pom rumepmapaverpos h,, f4 @ R™ — R” — gexoampoBmuk ¢ mapamerpamu wé u cTpyKTy-
poii, 3agaBaemMoii BEKTOpoM ruteprapamerpo hy, R™ — ckpeiToe mpoctpancTBo (m < n).
OnruMuzanuoHHas 3a/1a49a, /19 6a30BOM MOJE aBTOKOUPOBINUKS, BBITJISIIAT CJIEIYIOIUM 00-
paszom:
Lh)= Y |[[fa(x) —x|3 — min,
weR®

X€Xtrain

r7e W — BEKTOP MapaMeTPOB aBTOKOIMUPOBIINKA, 00PA30BAHHBIN KOHKATEHAIHEH BEKTOPOB W& 1
w? h — BeKTOp rUImepIapaMeTpoB, 06pa30BaHHbI KoHKaTeHamnuei ekTopos h® n h?. Bamerm,
qT0 K MoaudurarmaM 6a30BOM MOIEIN ABTOKOIMPOBIINKE OTHOCATCH TAKXKE TTOPOXKIAIOIITIE
MOJIETH PA3IUIHBIX KJIACCOB, BKIOYasi BADUAMOHHBIE ABTOKOAMPOBIIUKY [25] u muddy3uontbe
mogenu [26].

Basavua oNTUMHU3ANNNA THIEpHapaMeTpoB (HOPMYJIUPYETCS KaK 3ajada BEIOOpA BEKTOPA T'H-
neprnapamerpos h* € H, munnmusupyiomero nenesyo gyuknuio L(h) maisa Basupainyuonsoii Bbi-
60pku Xyalid, XAPAKTEPUIYIONLYIO KadecTBO paboThl MOJIe/H Ha JaHHbIX. 3eck H npejgcraBiiser
MPOCTPAHCTBO MOMYCTUMBIX THIEPIAPAMETPOB, KOTOPOE MOXKET BKJIFOUATH KAK HElpPEepPLIBHBIE,
HaIPUMED, CKOPOCTb 00yYeHUsl, TAK U JUCKPETHBIE [MaApaMeTPhl, HAITPUMED, KOJTUIECTBO CJIOEB.

Kutouesast ciioxkHOCTD 3a1a9n 3akitogaercs B ToM, 410 dyukinus L(h) vHe nmeer anamurndae-
CKOT'0 BBIpaXKeHUs, a e€ oreHKa TpebyeT JIOporocTosIeil polieaypsbl 0byuenus: mojieaun. Kpove
toro, L(h) B o6mem caydae gaBisieTcss HEBBITYK/IOH, MHOTOSKCTPEMATLHOM M MOKET CONEPIKATH
IIIyM, CBSI3aHHBIN CO CTOXACTUYHOCTHIO 00yUeHMsI. DTU CBOUCTBA UCK/IIOUYAIOT IpUMeHeHne 6a30-
BBIX METOMOB OITUMU3ANNYA U TPEOYIOT CIEIUAJTBHBIX TOIX0T0B.

2.1. BaiiecoBckuii BpIOOp rumeprnapaMerpoB

B pamkax 6afiecoBCKOro 10jxo/a 3ajiada ONTUMU3AIUA [UIEPIApaMeTPOB Mogen GopMy-
JHUpyeTcs KaK 3aJada HAXOXKJIEHHUS allOCTEPUOPHOTO PACIIpeseIeHus:

p(Xvalid ‘ h)p(h)
P(Xyalia)

rae p(h) — anpuoproe pacrtpezenenne, p(Xyaiid/h) — npasmomonobue manubix, p(Xyaid) — Map-
TUHAJIBLHOE TIPABI0TION00Me.

p(h|Xyaid) =

OHTI/IM&.HBH])IQ TUIIEPpIIapaMeTPbl HAXOAATCA KaK:

h* = argmaxy, cgp(h|Xyalid)-

Ha mpakTuke NpsiMoe BBIYUCIEHHWE AMOCTEPUOPHOTO PACHPEIETEHUs 3aTPyIHUTENbHO, MOITO-
MY HCIOJIb3YIOTCST Pa3IndHble METO/bI alPOKCUMaIK, BKtouast Mero sl Monre-Kapiio [15] n
cypporarabie Mogesn [16]. dus onenkn miorHocTr MHOrOMepHO# Bermansbl p(h|X,iq) npume-
Hgercs saiepras onenka mioraocty KDE [25], koTopas mo3BosisieT anmpokcuMupoBaTh pacipe-
nenenne p(h|Xyaq) 6e3 crporux npennosoxennit o ero dopme. s soibopku {h;}}" | orenxa
TJIOTHOCTH WMEET BHUJ

1 & h — h,
sh)= —— > K|(——
)= D ( . )
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rme K : R* — RT — anepnas dynxuus (o6srano rayccosa), w > 0 — mupuHa oKHa, h —
Pa3MepHOCTH MpocTpaHcTBa runepnapaMmerpos. KDE HaxomauT npuMeneHne Kak st TOCTPOEHNS
AIPUOPHBIX PACIPE/EICHUIT, TaK U JJTs aHAIIM3a MTPOCTPAHCTBA ruepuapaMerpos [17].

Ocuosnbie npeumytnecrea KDE B korTeKcTE HaitecOBCKON ONTUMU3AIUN BK/IIOYAOT HENAPa-
MeTpI/I‘{eCKI/Iﬁ XapaKTep OLMEeHKHN 1 CHOCO6HOCTB AJANTUPOBATHCA K CJIOZKHBIM MHOT'OMOJAJIBHBIM
pacrpejie/ieHusiM, YTO OCOOEHHO BaXKHO IPU paboTe C HEPErYJASPHbIMU TPOCTPAHCTBAMU T'UIIED-
mapamMerpos.

2.2. Merog Tree-structured Parzen Estimator (TPE)

B konTekcTe baitecoBckoit omruMm3aruu ¢ ucrnosb3oBaaneM KDE BosHukaer KodueBast mpo-
61eMa; TpaUIMOHHbBIE METO/IbI OnleHuBaIoT eaunoe pacupejgesnenne p(h|Xyapq), 910 MoKeT 6BITH
Hea(HEKTUBHO /18 MHOTOIKCTpeMasbHbIX dyuKnmit. Meron Tree-structured Parzen Estimator
(TPE) [25] dopmynupyer 3aiady onTrMU3aNUN TUIIEPIAPAMETPOB B TEDMUHAX YCJIOBHBIX BEPO-
sitHOCTEl. B omyinyare or ctanmapTHOro baliecoBckoro nmogxona, TPE crpour pazaenbubie pacipe-
JIeJIEHUST JIJIsT BEKTOPOB THIIEPIIAPAMETPOB ¢ HU3KUM 3HaUeHueM (DYHKITUH MTOTEPh U C BHICOKUM.
[Iycth v — KBaHTHIb, pasjeidiomuii Habmonennsa Ha ase rpynuei: ST = {h;|L(h;) < L7} u
ST = {h;|L(h;) > L"}. Anropurm MoAeaupyeT pacipee e Hus:

p+(h) = ﬁ ZhieSJr K(h, hi) ecJIin L(h) < L7,

p(h|L) = _ _ 1
p~(h) = &l > nes- K(hh;)  nmade,

rie K — sagepuas dysrnus. OnruMmanbHas CIeAYIOMAs TOYKa BBIOMPAETCS M0 KPUTEPUIO
Expected Improvement:

Ny = EI(h) = P (h)

new — argimnaxy ( ) = argmaxhiih.

p~(h)

OT10 mozBoAgeT IMGEKTUBHO OAJaHCHPOBATH MEXKIY WMCCJIEOBAHUEM HOBBIX 00JacTel u
VTOYHEHHEM V2Ke HaHJeHHLIX IePCIeKTHBHBIX HAOOPOB IUIepIapaMeTpoB.

(1)

3. IIpenaaraemMmblii MeTO

B sanHOM pa3zjiesie 1pejicraBiieH HOBbIHM ajropurM 6aiiecoBCKOIo BbIOOpa ruiieprnapaMerpos
ABTOKO/IMPOBIIIUKOB, COUYETAIONIUI UJIEU CTOXACTUYIECKOI OIITUMUBAIINY U CJIAO0KOHTPOIUPYEMO-
ro obyuenus [18]. Meros ocHOBaH Ha JBYXITAIHON TpOIEAype, T CHAYAIA OTOUPAIOTCS KaH-
JUAATHI I CTApTa ODydeHwsd, & 3aTeM 110 MEePBBIM 3MOXaM OIMPEIeJIAeTCa JYIITUil BapUaHT
JUT TIOJTHOTO 00ydenusi. OCHOBHOU BKJIAJ] 3aKIFOYAETCS B UCIIOJIB30BAHUY TPOMEKYTOUHBIX T10-
KazareJseil 1ocjae KOPOTKOTO 00yueHns Mojeefi-KaH uaToB, 9TO [I03BOJISEeT COKPATUTE OOIIHe
BBIUHUCJIATETbHBIE 3aTPATHI 110 CPABHEHUIO C DA3OBBIM TTOXO0IOM.

3.1. Omnucanue meroaa

[Ipemraraembrit MeTOJT perraeT KJUYEBY0 MpobJeMy TPaJAUITMOHHBIX MOIXOJI0B K HOADODPY
TUTIEPIIAPAMETPOB — HEOOXOANMOCTD ITOTHOTO 00y IeHUsT MHOXKECTBA MOJeIeH-KaH I aTOB epe
NpUHSATHEM perieHusi 06 ux kadecTBe. BMecTo 3T0Or0 Mbl npejjiaraeM aJIallTUBHYIO CTPATErnio,
rJle pereHre O MePCIeKTUBHOCTH TeX W/ WHBIX IMIEepHapaMeTpOB IPUHUMAETCH Ha OCHOBE MX
[OBEJIEHUS 110C/Ie OTPAHUYEHHOr0 YUC/Ia IITAaroB 00yJYeHus.

OcHoBHas runoTesa, JeXkallas B OCHOBE METO/A, 3aKJYAETCHd B TOM, 9TO JUHAMUKA W3-
MeHeHus (PYHKIUN MOTEPH HA PAHHUX ITANMAX OODYUEHWS COMEPKUT JOCTATOUHO WHEOPMAIITH
JUI TIPOTHO3WPOBAHUST KOHEYHOr'O KAYECTBA, MOJIETU. DTO IMO3BOJSIET CYNIECTBEHHO COKPATUTH
BBIYUCIUTEIbHBIE 3aTPAThl, n3berasd MOMHOTO 0OyYEeHMS 3aBEJOMO HENEePCIIEKTUBHBIX HADOPOB
ruieplapaMeTposB.
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IIycre 3amano0 npocrpancrso runeprapaMerpos H C R? u dyukius noreps L(h, T), onenn-
BaOIas KauecTBO Mozenan mocye T smox. Jlma kaxxmoro kauangaTa h Beraucagrorea anHaMude-
ckue npusnaku U = u(h, k) € R® moce k < T smox obydenns. MeTon pemmaer 3a1ady:

h* = argminy, g E[L(h, T)]

C OrPAHWYEHWSIMM Ha BLIYUCIUTENLHBIN OlpKker u gacruanoe obyuenue (Ajropurm 1).
KtoueBast Tumioresa 3axa09aeTcd B TOM, UTO JUHAMNUKA W3MeHEHWd L Ha paHHUX dTarnax co-
IEePKAT WHMPOPMAIHAIO [/Id TPOTHO3WPOBAHWA KOHEYHOI0 KAdeCTBA, UTO MO3BOJIAET nM30erarhb
ITOJIHOTO 00yYeHnsT Mofe el ¢ OeclepCIeKTUBHBIME HAOOpaMy THIIEPIapaMeTPOR.

Anropurm 1 JIByxaTaiHblii BHIOOD MUIIEPIAPAMETPOB C PAITUPEHHBIM ITPU3HAKOBBIM IPOCTPAH-
CTBOM
Require:

H — mpocTpanCcTBO TUTTEPTIAPAMETPOB

| — 9ucjio KaHAUIATOB HA UTEPAIUEO

N — YHUCJO 30X YACTUYHOIO 00ydeHus

L — dyukmusg morepn

u — beHKLU/IH BbBIYUCJICHUA IIPU3HAKOB

Ensure:
h* — onTumasibHBIE THIIEPIIAPAMETPHI
1: Mauuumasin3aims:
2: Tenepupopars Hauambayio nomyasmuo {h;}Y, ~ po(h)
3: fori=1...N do
4: O6yuars mozens ¢ h; B Tedenne n smox, moayantsb L
5: Beruncants npusnaku @3 = u(h;, L;)
6: end for
7: TToctpouts TPE p(h,@|L)
8: OCHOBHOIT IKJI:
9: while kpurepuit ocranoBa He gocTurayt do
10: OT1bop KAaHAMOATOB:
11: Boibpars | Touex {hj}é‘zl u3 argmaxyp(h, 4|L)
12: YHacru4aHnoe oby4eHue:
13: for j=1...1do
14: O6yunTe Mozens h; ma n smox
15: O6noBUThL Lj, BLIYUCIUTD Uj
16: end for
17: OOHOBJIEHIIE MOOEJIN:
18: ITepecunrars p(h,G|L) Ha ocHOBe paciMpeHHOrO NPOCTPAHCTBA IPU3HAKOB
19:

Beibpars h* = argminy, > [L|h, §]
X

20: end while
21: Bosspar: h*

Takum 06paszoM, IPEIT0KEHHBIN aJTOPUTM TOAD0PA TUIEPTAPAMETPOB, JJETKO BCTPAWBASTCS
B CYIIECTBYIOIINE METOIBI IyTEM ITOBTOPHOIO BBI30Ba METO/Ia PAHKAPOBAHNAA 00HLEKTOB, HAIIPH-
mep, TPE. 1o genaer ero rubKuM ¢ TOYKU 3PEHUS UCIOIL30BAHUSIL.

3.2. Amnanun3 npeajio’KkeHHOTO MeTOoaa

Paccmorpum 3amady 6aileCOBCKOWH ONTHMU3AIMA THIIEPIAPAMETPOB MOJIEHN, TJIE MEJThI0 AB-
Jstercs Haxoxkzenue s3Hadenuit h € H, munmmwmsupyromeit utorosyto dbyukiuio noreps L(h).
[Mpemmonoxkum, uro K Kaxkzomy Habopy rumeprmapamerpoB h moryr 6wiTh COmMOCTaB/IEHBI
JIBA THUIA MPU3HAKOB: Znaive(h) — 6a30Bble mpmsHaku (HAIpuMep, caMy THOEPIAPAMETDBI) U
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Zhybrid (D) = (Znaive(h), 8n) — pacmupennble IpU3HAKK, BKIIIOYAOMME HHPOPMAIHIO g, TOJIY-
YEHHYIO MOC/Ie YACTHIHOrO 0ByueHnst Moje i Ha k 910X (HAIpUMED, NPOMEXKYTOYHOE 3HAYCHUE
YHKIMU 0TEPb, TEMIT CXOIUMOCTH W JIp.).

IIycte ma 6Ga3e 9THX IPU3HAKOB CTPOATCA sIEPHBIE ONEHKH IUIOTHOCTH Pyp(h) # paown (h)
— OIEHKHU TIOTHOCTH 3jeMeHTOB ¢ HuskuM (top-25%) n Beicoknm (bottom-75%) snauennem
byHKIIME TOTEPb COOTBETCTBEHHO, a 3a (YHKIMIO paHkuposanus npuMem EI (1).

Obosraunm: . Lobrid
P () P )
naive pggi;’rel (h) yDri pgzl?vﬂd(h)

rJle TJIOTHOCTH BBIYUCJICHBI TI0 COOTBETCTBYIOIIAM TIPASHAKAM.

Teopema (06 aCUMITOTHYECKOM HEYXY/IIEHUH DAHKUPOBAHUs IPU PACIIUPEHUYN CTATHCTH-
KU)

IIyemov daa h € H danve T\ = Znaive(h) — 6asoswie npusnaxu u To = (Zpaive(h),gn) —
DACWUPEHHBIE NPUSHAKU, 20€ L — DESYALMA YACU%HO020 00Y4eHUA.

Pas06vém mmoorcecmeo modeaeti na dea kaacca:

U ={L(h) B top-25%}, B = {L(h) B bottom-75%}.
Onpedeaum das i € {naive, hybrid}
@) h
pdown(h)
2de nAOMHOCMU psfg U pggwn ouenusaromes no T; ¢ nomouwwro KDE.
Ecau M — 0o u ewnoanatomes cmandapmmsie ycaosusa xowcucmenmuocmu KDE (M — oo

u cmandapmunz ycaosuazr [28] wa eaadkocmov, hyy — 0 u Mhﬁl\/[ — 00), mo daa a06UT
hi,h, e H ¢ L(hl) < L(hg)

p(Rhybrid(hl) > Rhybrid(hQ) } L(hl) < L(hQ)) = p(Rnaive(hl) > Rnaive(hZ) } L(hl) < L(hZ))

JokazaTeJbCTBO:
IIpwm BLITOTHEHWM CTAHAAPTHBIX yeaoBuit KoncncrenTHocTn KDE:

PO 2 p(t | U), () E5 p(t | B).

CaenoBare/ibHo, R, — R;.
ITo mocrpoennto T mpoekrmst To: T1 = w(1y), mosTomy u3 HepaBeHCTBA 006pabOTKY HHOD-
mannn [27]:
I(L;To) > I(L; Th).

Ecin 3anucars B3auMHyio nHMOPMALUIO Yepe3 SHTPOIINN:
I(L;T) = H(L) - H(L|T) = H(L|Ty) < H(L|T).

Suagut, Th HaéT HE MEHbBIIYIO allOCTEPUOPHYIO OTpeae/éHHOCTh 0 L, uem 1.
Pacemorpum 3agauy nonapuo#t Kiaccudukaium: ajist pukcupopanuoit maps hy, hy onpese-
JIMM OMHAPHYIO METKY:

0, wunadve.

v {1, L(h;) < L(hy),

~

Baitecosckuit kinaccudukarop o T; murnmusupyer puck p(Y # Y) u ocHoBan Ha TecTe OTHO-
p(Y=1|T3)
p(Y=0|T;)"
Tax xak Ty madopmarusnee (H(L | T5) < H(L | T1)), MuHEMaIbHbINA puck mnpu Th He

Goubie, yem npu T [27]. Buaunt, BepogrHocTh npasuiabHoro pemterns p(Y = Y) upu Th ne

IIIEHUST TIPABIOIIOI00Mi

MECHBbIIIEC.
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Haxonern, ipu M — oo KDE-olleHKH cXOAATCA K UCTUHHBIM ILIOTHOCTSM. [loaTomy mpo-
eaypa, MCIOIb3YIOMasd Ri, peasm3yer OITUMAabHBIN DaiiecoBckuil kiaccudukarop ua 7;.
ChenoBaresibHO, B IIpejiejie BEPOATHOCTh KOPPEKTHOTO PAHKUPOBAHULA, PEAJU3yeMas MPaAKTH-
Jeckoii mporeaypoii Ha ocHoBe Th (TO ecTb Rpyhrid), HE MEHbINE, 9eM y IpPOIELyphl Ha OCHOBE
T1 (1o ectb Rpgive). D10 hopmMansbuo gaéT TpebyemMoe HEPABEHCTRO:

P(Ruybria(h1) > Rngbria(hg) | L(hy) < L(h2)) > p(Rnaive(h1) > Rnaive(h2) | L(hy) < L(hy)).

Sameuanue (0 YyBCTBUTEJHLHOCTUA K BbIOOPY HNPU3HAKOB): DDDEKTHBHOCTH METOIA
CYIIECTBEHHO 3aBUCUAT OT MHMOPMATUBHOCTU KCIIOJIB3YEMbIX Mpu3HAKOB U. Ha mpakTruke pexo-
MEH/TyeTCsi BKJIIOYATh B Ul HE TOJILKO 3HaYeHUsT (DYHKIIUK [T0TEPD, HO U ITPOU3BOIHbIE [T0KA3ATE/IN,
HaIpUMeP, CKOPOCTh YMEHbIIeHud PYHKIUU [IOTEPh, COBMECTHYIO NHMOPMAIUIO MEXK Y BXOIOM
U BBIXOJOM # T.J.

4. BpIYnCANTENbHBI Y9KCIEPUMEHT

B nmammom pazgmesie mpencTaB/eHbl PE3YIbTAThI YKCIEPUMEHTAILHON OMEHKH TPEII0KEHHO-
o aJCOPUTMAa IIOA00Pa THIIEPIIAPAMETPOB HEHPOHHBIX CeTeil — BAPUAIIMOHHOIO W OOBITHOTO aB-
TOKOAMPOBIIUKOB. DKCIEPUMEHTbI LPOBOJAUINCH HA CraHAaprHblx Habopax ganabix CIFAR u
Fashion-MNIST wu 3akirodannch B cpaBHEHHH PEIJIOKEHHOIO0 METO/1a ¢ HA30BLIM aJATOPUTMOM

TPE.

4.1. Habopsl JaHHBIX

Jlst npoBepku 3MPEKTUBHOCTU MPEII0KEHHOT0 METOa MCIIOJJH30BAJIOCH JBa HADOPA J1aH-
ubix CIFAR-10 [9] n Fashion-MNIST [10]. CIFAR-10 — mabop gaHHBIX /s 337139 KIaCCH(U-
karmn n3obpaxkenuit, comepxkarniuii 60 000 1BeTHBIX M3006paXkeHuit pazmMepom 32 X 32 MUKCeJIel,
paznenéunnix Ha, 10 kmaccoB. Habop srarowaer 50000 obywarommx u 10 000 TecToBbIix M3006pa-
xennii. Fashion-MNIST — mabop ganBIX, cofepKaninii n1300pakKeHus OJeK bl U aKCECCYyapOB
pasmepom 28 X 28 mmkcesieit B rpaganuax ceporo. Habop srarouaer 60 000 obywarommx uw 10 000
TECTOBLIX TPUMEPOB, pa3enénunix Ha 10 Kiraccos.

0O6a nHabopa JAHHBIX MTUPOKO UCIIOJIB3YIOTCS JJIsI OIEHKH aJITOPUTMOB MAIMHHOTO 00y IeHus,
YTO TI03BOJISIET CPABHUBATH MPEJJIOKEHHBIN METOJT C CYIIECTBYOITUMHI TOIX0IaMU.

4.2. TIlapamMeTpbl aBTOKOJAWPOBIMNKA W JOIOJHUTENbHBIE ITPU3HAKHI

B mporniecce onTrMAzann paccMaTPUBAINCh CAEAYIONINE THIIEPIIaApAMETPHI: KOJTHIECTBO CJI0-
€B B KOAMPOBIIUKE U JAEKOAUPOBIINKE, PA3MEPHOCTh CKPLITOrO IIPOCTPAHCTBA, XaPaKTePUCTUKHU
CBEPTOYHBIX CJIOEB, BKJIIOUas pa3Mephbl OTCTYIIOB, pa3MePHI siflep W IIaroB CBEPTKH , a TaKXKe CTa-
TUCTUYECKUE TIOKA3aTe/In KOJINYECTBA CbI/IJ'[prOB B CBépTOquIX CJIOIX — MaKCUMaJIbHOE, MUHU-
MaJIFHOE U CpeJIHee 3HaUeHUs, Hapsady CO CpeJHUM H3MeHeHHeM. /loMoHuTEebHO YINTHIBAINCE
0b1IIee YKUC/IO BECOB MOLEIN U CTEIEHDb CXKATHS JAHHBIX.

Hns bopMupoBaHns PaCIIMPEHHBIX IPU3HAKOB Zhybrid (), U3BJIEKACMBIX B X0/I€ HAYAIbHBIX
9TAIOB 00yYEHHUsI, NCIIOIb30BAINCH PA3JINIHLIE TPU3HAKI JUHAMAKYA O0YIeHUd: 3HAUCHNST (PYHK-
IV TIOTEPh, & IS BAPUAIIMOHHBIX aBTOKOAMPOBINWKOB gomoHnTenbHo KL-anseprenmns. Takxe
BBIYUC/ISIIACH TTOKA3ATEIN COBMECTHOM HHAMOPMAIINY U KAHOHIIECKON KOPPEJIAIIA MEXK Y BXOI-
HBIMHA JaHHBIMW, BBIXOJHBIMHA JAHHBIMW W CKPBITBIMUW IIPEICTABJICHUAMMN. ,HOHO.HHI/ITQ.HBHO aHa-~
JIN3UPOBAJINCH KBAHTHILHBIE PACIPEIEICHNS BECOBBIX KOI(MDPUITMEHTOB KOIUPOBIIUKA U TEKO-
IUPOBIUKA BMecTe ¢ KohHUIIMEeHTaAME dKCIECCa I 3TUX PACIIPeIe/eHnit.

3amedanune: g MEHIMI3AINAN 3aTPAT HA BITUCICHUST JOIOJTHUTEILHBIX ITPU3HAKOB MOXK-
HO UCIIOJIB30BAaTh TOJIBKO (byHKI_[I/H/I IOoTePh Ha k’—OfI urepanmun mu ,ZLI/IHaMI/IKy X MSMCHEHUA, eCJIn

k>1.
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4.3. IIpoTokoJ 3KcrnepuMeHTa

DKCITEPUMEHT MPOBOIMJICS CJETYIOIIIM 06pa30oM:

NMunnyanm3zanyst: Ha Kax1oit ureparmm BEIOMpatachk CaydaiiHas Mo IBLIGOPKa U3 5 IeMeH-
TOB obyuarorero MHoxkectsa u obyvasiach Ha 100 snoxax. PaccunThiBasioch cpejiHee 3HaYEHME
GbYHKITMH 0Teph HA TOJYYUBIIAXCS dJIeMEeHTaX.

O6yuenue TPE: Tlo s1oit moaBeib0pKe BLIYUCIAINCH 1IeeBble 3HAUEHN /I 00y IeHus aaep-
Hoit onernku wiornoctu (TPE). O16op kangunaros:

e Kuitaccuueckuii meTom: BHIOMPAJNCH KAHIMIATHI Ha OCHOBE HMCXOJHOTO PAaHKIPOBAHNA

TPE.

e IIpenyo>keHHbIT METO/I: N3HAYAIBHO OTOMPATIOCH k KAHIUJATOB ITPHU TTOMOIIA PAHKHU-
posamnuem 6a3oBbiM TPE, 3arem s1r kamaumarer 1000ydanncs Ha oguoit smoxe. ITocie ero
Ha oCcHOBe uX (BYHKIIHU TIOTEPb U JIOTOJHUTETBHBIX MPU3HAKOB MPOBOAMIICS (PUHATBHBIN
oTbop uepes pamxuposanmne TPE.

O6HoBJeHMEe 00y4aroliero Habopa JaHHbIX: Bribpannsiit kanaumgar obyqasica na 100 smo-
Xax 1 J00aBJIAICSI B MHOXKECTBO 11 00ydenus. Ilocse gero nepepaccauThiBaIOCh CpeIHee 3HATE-
Hue PYHKIMU NOTEPh HA pasMedeHHbix yiemenTax. Kpurepuit kadyectBa: lunavmuka cpejgmeit
GYHKIUY TTOTEPH OTCAKUBAIACH B Tederune [N mrepainii skcnepuMenTa. KpoMe TOro, o OKOH-
JaHNN 3KCIEPUMEHTa, PACCIUTHIBAIACD CPEIHSS IIOMIAIL TTOI TPAMUKOM CpeaHeil pyHKITHA T0-
Tepk [1st 6a30BOT0 AIrOPUTMA (Spgive) B MTPEIIOKEHHOTO (Shybrid). PasHUIIA MK Ty TIOMA1TMI
oT TepBoii 10 150 mTepanun aJaropuTMa, a TaKKe UHCI0 IIaroB, HeoOXOqMMoe I JOCTHKEHHST
MWHUMAJILHOTO 3HAYEHUd (PYHKITUH TOTEPh 0A30BOTO AJTOPHUTMA, TAKZKE MCIIOIb30BAJINCH KAK
KpHUTepHii KadecTBa. AJIFOPUTMBI IJIs CpaBHeHud: B sKcnepuMeHnTe CpaBHUBAINCH 6a30BBIi
anropurm TPE, npennoxennniit meron Proposed(l), rue | — 4ncio KaHanIaTOB HA TIEPBOM STAIe,
n Metox Full, KoTopelil 3apanee nMen IOCTYII KO BCeM 0A30BLIM U PACCIMTAHHLIM CTATHCTHKAM.
CTOI/IT OTMETUTh, YTO AJITOPUTM Full ABJIACTCA HUCKJIIOYUTE/IBHO TCOPECTUYCCKUM KW HE MOXKET
OBITH MCIOJIB30BAH Ha IPAKTHKE, & B paboTe MpeJICTaBAeH UCKIIOUIUTEIbHO /IJId CPABHEHMUS.

DKCIIEPUMEHT MOBTOPSLICA 2506 pas, a pesysbTar i KaXKJ0r0 HOMEPa UTEPALUN YCPETHSIICS
JJIA TIOJTyHEHU A CTATUCTUYIECKON 3HAUNMOCTHN PE3YIBTATOB.

4.4. Pe3ynabTaThl

st nemorcTparun 3(hbheKTUBHOCTH TPEI0KEHHOT0 aJrOPUTMAa OBLIN TOCTPOEHbBI TpaduKu
(puc. 1) co cpeaanm 3nadermemM HYHKIUA TOTEPH B 3aBUCUMOCTH OT GHCIA PA3ZMEYEHHBIX 16
MenToB. Ucmosib30Banue cpegHero 3HadeHus (pyHKIUU MOTEPH, a HE JIYUIIero peIcKa3anHoro
Ha WTEPAINH, BBI3BAHO TeM, 9TO rpaduKyu CTAaHOBATCH OOJI€€ TIAJKAMU U HHTEPIPETUPYEMbI-
mu. Peskoe majenune HyHKIUM MOTEPH BBI3BAHO TEM, UTO WHUITMAJIU3AIMS TEPBLIX JIEMEHTOB
cayuaiina. [TockobKY 9KCIIEPUMEHT TPOBOMMICA HA OTPDAHUYEHHOM HADOpE TMIepIapaMeTposB,
TO POCT CpeJIHEro 3HavueHusi (PYHKIUU [IOTEPh B PA3MEUYEHHBIX JIAHHBIX BBI3BAH TEM, 9TO MOCJE
BBRIOOPA JIYUIUX KAHANIATOB JITOPUTMbI BRIOMPAJIM U3 OCTABIINXCs, HA KOTOPBIX OMMuOKa ObLIa
BBIIIIE.

PezynbraTs sxcriepumenTa nogrsepauin 3pHeKTUBHOCTD IPeII0KeHHOT0 MeToaa. Ha obonx
Habopax JJaHHBIX CpejlHee 3HadeHne (DYHKIUU [TOTEPh PAa3MEYEHHBIX MOJIEJEN IIPU UCII0JIb30Ba~
HUU TIPEJIOKEHHOTO aJIfOPUTMa 0Ka3a/JI0Ch HIKe, deM mpu 6a3oBoM TPE-moaxoze.

Kax Bugmo u3 tabmui 1 u 2, Tpei/IOKEHHBIH aJrOPUTM JEMOHCTPUPYET CTATUCTAYECKH 3HA~
YUMOE YIyUIlIeHne [0 CPaBHEHUIO ¢ 6a30BbIM MeTomoM. Ha pucynke 1 rpadukn TuHAMIKE U3Me-
HEHWd CPEHEr0 3HAYeHUsT (PYHKITMU TOTePh HA PA3MEUEHHBIX JAHHBIX TAKKE MOKA3BIBAIOT, UTO
PEJJIOKEHHBIH MeTo/] ObICTPEe CXOAUTCHA K MEHBITUM 3HAYeHUAM (DYHKIUHU [TOTEPh.
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Puc. 1. 'paduk cpeamero 3uavenus GpyHKIMU T0TEph HA HAOOPE MTAHHBIX W3 OTOOPAHHBIX AJTOPUTMOM
7 OOy9IeHHBIX MOmeseit

Tadbaumal

Paznauria nuoniaaeit mona rpadpukamMu cpesHero 3HaYeHus (pYyHKIIUU moTeph
pa3MeueHHOll BbIOOPKM OT umcjia urepaumii. Paccmorpeno Ha uucse urepanmii,
paBHBbIM 150

Habop nannbix Mognenn ‘STPE‘ — ’SFull| |STPE| — |SP7‘oposed(5)‘ |STPE| - |SP7"oposed(15)|
Fashion-MNIST | AE 24.10 £+ 8.13 31.42 + 7.58 41.25 £ 7.53
Fashion-MNIST | VAE 29.28 4+ 6.91 19.16 £ 7.03 25.46 + 7.02
CIFAR-10 AE 314.59 + 21.97 277.53 £ 19.35 325.72 £+ 20.72
CIFAR-10 VAE 101.19 4+ 10.65 | 50.42 £+ 10.88 86.38 = 10.35

Tabauma?2

Hucso maroB AJid JOCTUXKEHUs JTYHUINIEer0 3HaYeHusd PYHKIIUU MOTepPbh 0a30BOTO
MEeTO0/Ia C HPOLEHTHbIM yMeHbiieHuem ornocuresibHo TPE. SBTB — 3to Steps Best
To Baseline, 4mncsi0o 1maroB /ijis JOCTUKEHUS JIYUIIEero pe3yjabTaTta 06a30BOro

ajgropurMa
Ha6op manusix | Mozmens | SBB TPE | SBB Full | SBB Proposed(5) | SBB Proposed(15)
Fashion-MNIST | AE 88 61 (-30%) | 36 (-59%) 34 (-61%)
Fashion-MNIST | VAE 35 22 (-37%) | 26 (-25%) 23 (-34%)
CIFAR-10 AE 58 22 (-62%) | 25 (-57%) 23 (-60%)
CIFAR-10 VAE |11 8 (27%) | 10 (-9%) 9 (-18%)

5. 3akJioueHne

B nmammoit pabore mpeacTaB/ieH HOBBIN aaropuT™ 0aiteCOBCKOTO MOAOOPaA THIEPIAPAMETPOB
ABTOPETrPECCUOHHBIX CEeTEeil, OCHOBAHHBIN Ha ABYXdTamHOU mporeaype orbopa. Teoperuueckast
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3HAYMMOCTD UCCJIE/IOBAHUS 3aKJI0UaeTCs B pa3paboTke (popMaJibHON MOCTAHOBKY 33/1a9H, JTOKa-
3aTEIBCTBE COOTBETCTBYIOIIEH TeopeMbl 00 YCI0BUIX 3(PMEKTUBHOCTH METO/A, & TaKKe BBEJe-
HUU HOBOT'O KJIACCA AJITOPUTMOB, O0bEIUHSIONNX 0alieCOBCKYO OITUMU3AINIO C PAHHUM IIPOTHO-
3UpOBaHUEM KadecTBa Mogeseil. C MpakTuaeckoll TOUKU 3PEHUs TPEJIOKEHHBIN METOT TeMOH-
CTPpUPYET CYIIECTBEHHBIC TPENMYIITECTBA, IMMTOKA3bIBAYd COKPAIIIEHNE BBIYUCINTEIBHBIX 3aTpaT 10
60% 110 cpaBHEHUIO ¢ 6A30BLIME TOAX0IAME B 3KCIIEPUMEHTAX HA CTAHIAPTHLIX HAOOpax JaHHBIX.

ITepcekTuBHBIE HAaTpaBIeHUA AATLHEHINNX WCCACAOBAHUN BK/IIOYAIOT Pa3paboTKy OmTH-
MaJIbHBIX CTpaTeruit BbIOOpa TPU3HAKOB JJIsi PA3JUYHBbIX KJIACCOB MOJeJel, CO3JaHUe aJlall-
TUBHBIX CXEM OIIpeaeJICHUA YHUCJIa IMOX FIaCTUIHOTO O6y‘{eHI/IH, IpuMEHEHrne MeTOoda AJId ap-
xurekTypHOTOo moucka (NAS) u ero mrrerpamuio ¢ MeTogamMu MeTao0ydeHus 1ist 3 hEKTHBHOTO
IIePEeHOCa 3HAHUN MKy 3aJavaMu.

Crenyer oTMETHTB, YTO OCHOBHOE OTDAHWYEHHUE METOJ[a CBS3aHO € HEOOXOIUMOCTBIO TIIa-
TEJABbHOI'O HO,ZL60pa XAPaKTCPUCTUK YaCTUYIHOT'O O6yLIeHI/ISI7 TAKNX KaK 4YUCJIO III0X N U COCTaB
NPU3HAKOB U, /I KaxKJA0U HOBO# 3ajaun. OJHAKO IKCIEPUMEHTATbHBIE PE3YIbTAThI TOITBED-
JKJTAFOT, 9YTO HA TPAKTHUKE 71 HACTPOUKY STUX TUMIEPIAPAMETPOB JOCTATOTHO HEOOIBITOTO YNCIA
MPOOHBIX 3aITYCKOB.
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